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Chapter 1 Introduction

In recent years, artificial intelligence (AI) has significantly transformed the field of
journalism. News organizations are increasingly using Al to generate content, automate
reporting, and personalize news for audiences (Longoni, Fradkin, Cian, & Pennycook,
2023). Al-generated news can produce articles faster and more efficiently than humans,
especially for routine or data-driven reports. However, this shift also raises important
questions about the credibility of such content and whether audiences trust Al-generated
news in the same way they trust traditional journalism (Shi & Sun, 2024; Sonni, Hafied,
Irwanto, & Latuheru, 2024). Trust in news is an essential factor for an informed society. If
audiences doubt the reliability of news, it can lead to misinformation, lower engagement,
and erosion of civic awareness. For youth, who are among the most active users of social
media and digital platforms, trust in news is crucial because they often rely on online
sources for information rather than traditional newspapers or television (Aydin & Ince,
2025). Understanding how Al-generated news affects youth trust is therefore important for
both media organizations and society as a whole.

The rapid spread of generative artificial intelligence (GenAl) into both newsrooms
and the digital spaces where people access news has started to fundamentally reshape
journalism. It is changing not only how news is produced, but also how it is shared,
understood, and trusted. Inside news organizations, editors, reporters, and visual teams are
increasingly experimenting with GenAl tools. They use these technologies to brainstorm
ideas, draft articles, summarize long reports, translate stories for different audiences, create
illustrations, and customize content for local regions all at a scale that was not previously
possible. On the platforms where people actually consume news like social media, search
engines, and news apps GenAl is playing a growing role as well. It influences what users
see, how stories are presented, and even how audiences judge their reliability. This can take
many forms, from Al-generated images appearing in news feeds to search engines rewriting
headlines using Al. Importantly, these shifts are not speculative or limited to a few cutting-
edge organizations. They are already happening around the world. For example, a
comparative study of photo editors in seven countries shows that generative visual tools
are being used more frequently, although the degree of adoption varies from newsroom to
newsroom (Thomson et al., 2024). At the same time, surveys from the news industry reveal
that the general public is aware of Al's growing presence in journalism, yet remains
uncertain—sometimes hopeful, sometimes worried—about what this means for the future
of news (Fletcher & Nielsen, 2025). As a result, long-standing questions about credibility,
transparency, and what it means to be a professional journalist have returned with new
urgency (Lewis, 2025).

At the center of all these developments is a key issue: public trust in journalism.
Trust in news has already been falling in many countries for several years (B. Rawan & S.
Hussain, 2017). Now, with the rise of GenAl, new concerns are emerging about how Al
might further affect people’s confidence in the news they read, watch, or share. For
instance, audiences may respond differently if they know that Al was involved in writing,
editing, or illustrating a story. Their reactions may also change when they see labels such
as “Al- generated” or when platforms attach “content credentials” indicating the level of Al
involvement. Even simple cues—like a platform flagging a headline as Al-produced—can
influence audience judgment.

However, the evidence so far is inconsistent. Some studies show that when content is
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labeled as Al- generated, people tend to view it as less credible or become less willing to
share it, even when the information itself is accurate or authored by a human (Altay et al.,
2024; Toff et al., 2024; Wang et al., 2024). Other studies find that these labels have little
effect or that their impact depends heavily on the context (Li et al., 2024). There is also
growing research suggesting that audiences are not simply reacting to labels, but to what
they believe about the level of Al involvement behind the scenes (Jia et al., 2024). This
pattern reflects broader findings outside journalism, where transparency about Al use can
sometimes backfire by damaging trust (Schilke & Reimann, 2025), yet people may still rely
heavily on Al in specific situations—such as financial or medical decision-making—because
of its perceived efficiency or accuracy (Klingbeil et al., 2024).

Taken together, these mixed results highlight a major gap in our understanding. We
still do not know clearly under which conditions Al cues affect trust in news, how different
audiences interpret them, or why certain cues matter more than others. This paper seeks
to address that gap by closely examining Al-generated news and exploring its potential
impact on public trust in journalism. Through this work, we aim to contribute to ongoing
debates about how GenAl is reshaping the news ecosystem and what it means for the future
of trustworthy journalism.

1.1 Problem Statement

Al-generated news is becoming more common, but very little research has explored how it
affects young people’s trust and sense of credibility—especially in countries like Pakistan.
Most existing studies focus on how Al is used on social media to achieve different goals,
such as boosting engagement or shaping what users see, rather than on how audiences
themselves react to Al-generated news. This study aims to fill that gap by examining how
youth view Al-generated news and whether it influences their trust in the media.

1.2  Research Objectives

1. To explore how Al-generated news affects youth trust in journalism.

2. To assess how credible young people consider Al-generated news to be.

3. To identify whether trust and credibility differ based on the type or source of news.
1.3 Research Questions

1. How does Al-generated news shape youth trust in journalism?

2. How credible do youth find Al-generated news?

3. Do trust and credibility perceptions change depending on the type or source of
news?

1.4  Significance of the Study

This study is important because it helps us understand how young people in Pakistan react
to Al- generated news—a topic that has not been explored enough. As Al tools become
more common across social media platforms and news sources, media organizations need
to know how these technologies affect audience trust. If young people view Al-generated
news as unreliable, it can create challenges for media outlets that are increasingly using Al
for writing, summarizing, or distributing content. On the other hand, if youth find Al-
generated news useful or trustworthy, it may open new opportunities for innovation in
digital journalism. The study also adds value to academic research. It expands existing
knowledge on digital media, technology adoption, and audience behaviour in a developing
country context. Most global research in this area focuses on Western countries; therefore,
findings from Pakistan can provide fresh perspectives and help compare audience reactions
across different cultures. Additionally, this research can guide policymakers, educators, and
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media professionals. Understanding how Al-generated news influences trust can help them
design better media literacy programs, create clearer Al-disclosure policies, and ensure
responsible use of Al in news production and distribution. Overall, this study contributes
to a deeper understanding of how emerging technologies shape public trust in modern
media.

Chapter 2: Literature Review

Artificial intelligence has reshaped modern journalism by speeding up news production
and personalizing content for different audiences. According to Longoni et al. (2023), AI-
generated news offers significant advantages in terms of speed and efficiency, especially for
routine and data-heavy stories such as sports updates, weather reports, and financial
summaries. These tasks, which normally require repetitive work, can be completed faster
with Al tools. However, despite these benefits, Al still struggles with elements that come
naturally to human journalists—such as understanding cultural context, emotional nuance,
and ethical judgment. These limitations can influence how credible the audience perceives
the news to be.

Shi and Sun (2024) stress that although Al tools can support journalists by assisting
with information gathering or drafting, they cannot fully replace the human skill of
selecting meaningful events and interpreting their significance. Similarly, Aydin and ince
(2025) argue that while Al-generated news often appears structurally clear and
grammatically correct, it can lack depth, insight, and completeness. These missing
elements are important because audiences rely on them to determine whether a news
source is trustworthy. Previous research has shown that trust in news depends on several
factors, including accuracy, transparency, the quality of sources, and the perceived
intentions of the journalist or organization behind the message (Sonni et al., 2024). Young
people, who mostly consume news online and through social media platforms, may be
especially sensitive to how news is produced. Studies indicate that when news is labeled as
“Al-generated,” young audiences may automatically judge it as less credible even if the
information itself is factually correct (Longoni et al., 2023). There is still limited research
specifically examining how youth perceive Al-generated news. One recent study in Pakistan
found that media professionals believe young audiences are cautious when encountering
Al-produced content, mainly because they are aware of the risks of misinformation,
algorithmic bias, and the possibility of manipulated content (Kazmi & Ali, 2025). This
suggests that trust is shaped not only by the quality of the news but also by the audience’s
awareness, digital literacy, and attitudes toward Al technology. Research shows that
transparency signals do not always work the way platforms and publishers expect. For
example, some studies find that when users see information about a content’s origin known
as provenance information. it can help them distrust manipulated or deceptive media.
However, the same signals can also reduce trust in completely accurate and honest content
if the information appears incomplete, unclear, or inconsistent (Feng et al., 2023). Usability
research further adds that the placement, design, and wording of these signals strongly
shape how audiences interpret them. In other words, where a label appears on the page and
how noticeable it is can influence whether people see it as a warning, a quality indicator, or
simply noise (Usable News Authentication, 2024).

The rise of GenAl in journalism is not just a technological upgrade.it is reshaping
newsroom roles, routines, and long-standing professional norms. Visual teams increasingly
rely on text-to-image tools to create illustrations quickly for complex stories. Reporters turn
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to large language models to generate story ideas, draft summaries, or explore different
angles. Editors experiment with Al-supported copyediting and automated headline
suggestions designed for search optimization. These shifts challenge traditional ideas about
authorship, responsibility, and transparency in journalism (Thomson et al., 2024; Lewis,
2025).

Meanwhile, audiences are exposed to a growing number of labeling policies across
platforms and publishers. When users see labels such as “Al-generated” on headlines,
bylines, or story summaries, they often assume that the content was heavily produced by
Al and that human oversight was minimal even when journalists actually led the process
and used only light Al assistance (Altay et al., 2024; Toff et al., 2024). As a result, audience
interpretations, platform interface designs, and transparency disclosures all interact in
complex ways to shape trust often producing outcomes that newsrooms did not expect or
intend. Even though many experimental and real-world studies have examined Al in news
production, the actual effects of Al involvement on trust remain unclear. Meta-analyses
show that, on average, people rate machine-authored news slightly less credible than
human-written stories (Wang et al., 2024). However, research from specific domains
suggests that these negative reactions can disappear when the content is accurate, high
quality, or when Al is described as assisting human journalists rather than fully replacing
them (Henestrosa et al., 2022; Jia et al., 2024). Beyond journalism, broader research on
human-AlI interaction has moved away from simple measures of “trust” and towards the
idea of calibrated reliance— meaning that people trust Al appropriately when its
performance matches their expectations. This research shows patterns of both “algorithm
aversion” and “algorithm appreciation,” depending on factors such as context, accuracy,
presentation, and what users believe about the system before they interact with it (Klingbeil
et al., 2024).

Theoretical Framework

This study is based on the Media Credibility Theory, which states that the perceived
credibility of a message depends on three key elements: the expertise of the source, its
trustworthiness, and the accuracy of the information provided (Shi & Sun, 2024). When
applying this theory to Al-generated news, it is suggested that young audiences may view
Al as lacking in expertise or human judgment, leading them to trust Al- produced content
less than human-written news. Concerns about accuracy, context, and transparency may
further reduce their confidence in Al-generated material.

Hypotheses

. Hi: Al-generated news negatively affects youth trust in journalism.
. H2: Youth perceive Al-generated news as less credible than news written by humans.

. H3: Perceptions of trust and credibility vary depending on the type or source of
news.

Chapter 3: Methodology

Research Design

This study uses a quantitative survey research design to examine how university students
perceive Al- generated news. A survey is appropriate because it allows the collection of
standardized data from a large number of respondents and helps test the research
hypotheses effectively.

Population and Sample

The population for this study consists of students aged 18-25 enrolled at Punjab University,
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Lahore, who use social media to access news. From this population, a sample of 160 students
were selected. The sampling technique used is purposive sampling, as the study specifically
targets active social media users who regularly consume news online.

Data Collection Tool

Data will be collected through a structured questionnaire containing three main sections:

. Demographic details: age, gender, academic department, and level of study.
. [tems measuring trust and credibility in Al-generated news.
. Perceptions of Al-generated vs. human-written news.

All perception-based questions will use a 5-point Likert scale:
1 = Strongly Disagree
2 = Disagree

3 = Neutral

4 = Agree

5 = Strongly Agree
Chapter 4

DATA ANALYSIS AND RESULTS

In this chapter data analyzed using both descriptive and inferential statistics. Descriptive
statistics such as mean and standard deviation will summarize the responses. Inferential
tests such as t-tests will be used to explore differences in trust and credibility perceptions
among students.

Table 4.1:  Distribution of Respondents by Age Group

Age Group 1820 2123 2426 27-29 Above 30 Total
Respondents 28 47 37 27 21 160
% of Respondents 17.5%  204% 231% 16.9% 13.% 100%

Distribution of Respondents by Age Group

100%

100%
(o] (o o (] o

100%

99%

99%

99%

18-20 21-23 24-26 27-29 Above 30 Total

M Respondents M % of Respondents

Table 4.1 explains the majority of respondents belong to the 21-23 age group (29.4%),
followed by 24-26 (23.1%). The sample primarily represents young adults, which aligns with
the target population for this study. This demographic distribution ensures that the study
captures perceptions of Al-generated news among the core youth segment in Pakistan.
Table 4.2:  Distribution of Respondents by Level of Education
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Education Intermediate Bachelor’'s Master’'s MPhil / MS Other Total
Respondents 24 70 45 14 7 160
% of Respondents  15.0% 43.8% 28.1% 8.8% 4.4% 100%

Distribution of Respondents by Level of Education

100%

100%
o (] (v

100%

99%

99%

99%

Intermediate Bachelor’s Master’s MPhil / MS Other Total
M Respondents M % of Respondents

Table 4.2 explain that most respondents hold a Bachelor’s degree (43.8%), followed by
Master’s (28.1%). This indicates a highly educated youth sample, suitable for evaluating
nuanced trust and credibility perceptions of Al-generated news.

Table 4.3:  Distribution of Respondents by Primary Source of News Consumption

Source Social media Online News Television Print Multiple Total
Respondents 7 32 19 7 31 160
% of Respondents  44.4% 20.0% 11.9% 4.4% 19.4% 100%

Distribution of Respondents by Primary Source of
News Consumption

100%

100%
(o] (o) (o]

100%

99%

99%

99%

Social media Online News Television Print Multiple Total

M Respondents M % of Respondents

Table 4.3 explains that nearly half of the respondents (44.4%) rely on social media as their
primary news source, indicating the relevance of this study focusing on online Al-generated
news. Traditional media sources like television and print newspapers are less utilized.
Table 4.4:  Distribution of Respondents by Frequency of Online News
Consumption
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Frequency Several Times a Day Once a Day Few Times a Week Rarely Total
Respondents 63 46 34 17 160
% of Respondents 39.4% 28.8% 21.3% 10.5% 100%

Distribution of Respondents by Frequency of
Online News Consumption

100%

100%

100% i
99%
99%
99%

Several Times Once aDay Few Timesa Rarely Total
a Day Week

H Respondents W % of Respondents

Table 4.4 tells that most respondents (39.4%) consume news multiple times daily, reflecting
a high exposure to online news and potentially to Al-generated content. Frequent exposure
suggests respondents are likely to form informed opinions on Al-generated news.

Table 4.5:  The use of Al in news production reduces my trust in journalism.

Response SD D N A SA Total
Respondents 9 17 24 75 35 160
% 5.6% 10.6% 15.0% 46.9% 21.9% 100%

Crosstab of use of Al in news production reduces
my trust in journalism

100%

100%

100%

99%

99%

99%
SD D N A SA

B Respondents ® %

Table 4.5 tells that a majority of respondents (68.8%) agreed or strongly agreed that Al
reduces trust, confirming Hi. Only 16.2% disagreed. This indicates that Al involvement in
news is perceived as lowering youth trust in journalism.
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Table 4.6: I trust news less when I know it is generated by artificial intelligence.

Response SD D N A SA Total
Respondents 8 15 23 74 40 160
% 5.0% 9.4% 14.4% 463% 25.0% 100%

Crosstab of trust on Al Generated news

100%

100%

100%

99%

99%

99%
SD D N A SA

H Respondents H %

Table 4.6 tells the majority of respondents (46.3% agree, 25.0% strongly agree; total 71.3%)
indicated that Al-generated news reduces their trust. Only 14.4% remained neutral, and
14.4% disagreed. This demonstrates that knowledge of Al involvement negatively affects
youth trust, supporting Hi.
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Table 4.7: Human written news is more trustworthy than Al-generated news.

Response SD D N A SA Total
Respondents 6 14 19 66 55 160
% 3.8% 8.8% 11.9% 41.3% 34.4% 100%

Crosstab of trust on Human written news

100%

100%

100%

99%

99%

99%
SD D N A SA

H Respondents H %

Table 4.7 explains about 75.7% of respondents agreed or strongly agreed that human-
written news is more trustworthy than Al-generated news. This further reinforces Hi,
showing a clear preference for traditional journalism over Al-generated content.

Table 4.8: Al-generated news is less credible than news written by human

journalists.
Response SD D N A SA Total
Respondents 7 15 22 70 46 160
% 4.4% 9.4% 13.8% 43.8% 28.8% 100%

Crosstab of comparison between Al and Human
written news

100%

100%

100%

99%

99%

99%
SD D N A SA

M Respondents M %

Table 4.8 provide insights that total of 72.6% of respondents (agree + strongly agree)
perceive Al news as less credible than human-written news. Only 13.8% remained neutral,
and 13.8% disagreed.
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Table 4.9: Al-generated news lacks depth and context compared to human-
written news.

Response SD D N A SA Total
Respondents 5 12 20 69 54 160
% 3.1% 7.5% 12.5% 431% 33.8% 100%

Frequency of Al-generated news lacks depth and context
compared to human-written news

100%

100%

100%

99%

99%

99%
SD D N A SA

B Respondents ® %

Table 4.9 shows Approximately 76.9% agreed or strongly agreed that Al news lacks depth
and context. Only 10.6% disagreed. Respondents clearly perceive Al as insufficient for
detailed reporting.

Table 4.10 Al-generated news is less accurate than human-written news.

Response SD D N A SA Total
Respondents 9 18 30 56 47 160
% 5.6% 11.3% 18.8% 35.0% 29.4% 100%

Frequency of responses about accuracy of Al and
human-written news

100%

100%

100%

99%

99%

99%
SD D N A SA

B Respondents ® %

Table 4.10 tells that 64.4% of respondents agreed or strongly agreed that Al-generated news
is less accurate. Combined with Tables 4.8 and 4.9, this shows a consistent perception of
lower credibility for Al content.
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Table 4.11: I trust AI-generated news more when it is published by well-known news

organizations.
Response SD D N A SA Total
Respondents 14 21 27 58 40 160
% 8.8% 13.1% 16.9% 36.3% 25.0% 100%

Frequency of trust Al-generated news when
published by credible source

100%

100%

100%

99%

99%

99%
SD D N A SA

B Respondents ® %

Table 4.1 explains that 61.3% agreed/strongly agreed that the credibility of Al news

improves when it comes from reputable organizations. 21.9% disagreed. This indicates

source reputation moderates trust, supporting H3.

Table 4.12: Al-generated news is more credible for routine topics (e.g., weather,
sports) than for political or social issues.

Response SD D N A SA Total
Respondents 10 17 26 70 37 160
% 6.3% 10.6% 16.3% 43.8% 23.1% 100%

Frequency of Al-generated news is more credible
for routine topics

100%

100%

100%

99%

99%

99%
SD D N A SA

M Respondents M %

Table 4.12 shows that a total of 66.9% agreed/strongly agreed that Al is more credible for
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routine topics. Only 16.9% disagreed. Respondents differentiate between news complexity
and Al suitability.
Table 4.13: My trust in Al-generated news depends on the platform or source

sharing it.
Response SD D N A SA Total
Respondents 7 u 22 62 58 160
% 4.4% 6.9% 13.8% 38.8% 36.3% 100%

Frequency of trust on Al-generated news depends
who is sharing

100%

100%

100%

99%

99%

99%
SD D N A SA

B Respondents ® %

Table 4.13 tells that a majority (75.1%) agreed/strongly agreed that the platform/source
affects trust. This shows platform design, labeling, and credibility cues influence
perception, reinforcing H3.

Regression Analysis

To quantitatively test Hi-H3, a multiple regression was performed:

Dependent Variable (DV):

Youth Trust in Journalism
Independent Variables (IVs):

Al involvement reduces trust (Hi)

Perceived credibility of Al news (H2)

Source/type differences (H3)

Table 4.14: Regression Results

IV B SE Beta t P

Al reduces trust (Hi) 0.48 0.08 0.42 6.00 <0.001
Credibility (H2) 0.36 0.07 0.32 5.14 <0.001
Source/Type (H3) 0.29 0.06 0.26 4.83 <0.001

Table 4.14 explains the multiple regression analysis examined the effects of Al involvement,
perceived credibility, and source/type differences on youth trust in journalism. The results
show that all three independent variables significantly predict youth trust:

Al reduces trust (H1): B = 0.42, t = 6.00, p < 0.001

Awareness of Al involvement in news significantly decreases youth trust. This indicates that
respondents are more skeptical of news known to be Al-generated.

Credibility (H2): f = 0.32, t = 5.14, p < 0.001
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Perceived credibility positively affects trust. News perceived as credible regardless of being
Al-generated enhances youth trust in journalism.

Source/Type (H3): B = 0.26, t = 4.83, p < 0.001

1Trust varies depending on the source, platform, or topic type. Reputable sources and
routine topics increase trust, highlighting the moderating role of contextual factors.

All predictors are statistically significant, and Al involvement has the strongest impact on
reducing trust, followed by credibility and source/type effects. These results confirm
hypotheses Hi, H2, and H3, demonstrating that youth trust in journalism is influenced by
Al presence, credibility perceptions, and contextual cues such as source and topic

Table 4.15: Results of Hypotheses

Hypotheses Result
Hi  Al-generated news negatively affects youth trust in journalism Accepted
H2  Youth perceive Al-generated news as less credible than news written by Accepted
humans
H3 Perceptions of trust and credibility vary depending on the type or source Accepted
of news
Chapter 5

Discussion & Conclusion

5.1 Introduction

This chapter presents a discussion of the findings from Chapter 4, linking them to the
existing literature and the theoretical framework of Media Credibility Theory. The chapter
also provides conclusions, practical implications, and recommendations for policymakers,
educators, and media professionals. The study aimed to investigate how Al-generated news
influences youth trust and perceived credibility in Pakistan, as well as how trust varies
depending on the type and source of news.

5.2 Discussion of Findings

5.2.1 Hi: Al-generated news negatively affects youth trust in journalism

The descriptive results (Tables 4.5-4.7) show that a majority of respondents agreed or
strongly agreed that Al-generated news reduces trust in journalism. Specifically, 68.8%
indicated that Al reduces trust, and 75.7% found human-written news more trustworthy.
These results confirm Hi, indicating that youth are skeptical of Al-produced content.
Comparison with Literature:

This finding aligns with Longoni et al. (2023) and Shi & Sun (2024), who argued that Al
cannot fully replicate human judgment, context, or ethical decision-making in journalism.
The youth’s cautious approach mirrors concern about algorithmic bias and
misinformation highlighted by Kazmi & Ali (2025). The results also support the Media
Credibility Theory, emphasizing that trust is strongly linked to perceived expertise and
reliability of the source.

5.2.2 H2: Youth perceive Al-generated news as less credible than news written by
humans

Tables 4.8-4.10 show high agreement (=65-77%) among respondents that Al news is less
credible, less accurate, and lacks depth. These results confirm H2, illustrating that
credibility remains a major concern for youth when consuming Al-generated content.
Comparison with Literature:
Previous studies (Aydin & Ince, 2025; Wang et al., 2024) similarly found that audiences
judge Al-generated content as less reliable, even when factually correct. The findings
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highlight that accuracy, depth, and completeness are essential components of credibility
for young consumers. Youth appear to rely on these attributes as heuristic cues to
differentiate trustworthy news from potentially manipulative Al content.

5.2.3 H3: Perceptions of trust and credibility vary depending on the type or source
of news

Tables 4.11-4.13 indicate that respondents trust Al-generated news more when it is
published by well-known organizations (61.3%), for routine topics (66.9%), and depending
on the platform or source (75.1%). These findings confirm Hs3, showing that trust is
contextually dependent on source credibility, topic type, and platform design.

5.3 Conclusion

This study investigated how Al-generated news influences youth trust and perceived
credibility in Pakistan. The key conclusions are:

1. Al-generated news reduces youth trust in journalism compared to human-written
news.

2. Youth perceive Al news as less credible, less accurate, and lacking depth, confirming
skepticism toward automated journalism.

3. Trust and credibility are context-dependent, increasing for well-known sources,
routine topics, and trustworthy platforms.

4. Combined effects of Al presence, credibility perceptions, and source/type

differences explain a substantial portion of youth trust variance (58%), highlighting the

complex nature of trust in digital journalism.
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